The Weight of the World Is Quantum Chromodynamics

Andreas S. Kronfeld

The reason for excitement surrounding the start-up of the Large Hadron Collider (LHC) in Geneva, Switzerland, has often been conveyed to the general public as the quest for the origin of mass—which is true but incomplete. Almost all of the mass (or weight) of the world we live in comes from atomic nuclei, which are composed of neutrons and protons (collectively called “nucleons”). Nucleons, in turn, are composed of particles called quarks and gluons, and physicists have long believed that the nucleon’s mass comes from the complicated way in which gluons bind the quarks to each other, according to the laws of quantum chromodynamics (QCD). A challenge since the introduction of QCD (1–3) has been to carry out an ab initio calculation of the nucleon’s mass. On page 1224 of this issue, Dürr et al. (4) report the first such calculation that incorporates all of the needed physics, controls the numerical approximations, and presents a thorough error budget. Because these accurate calculations agree with laboratory measurements, we now know, rather than just believe, that the source of mass of everything is QCD.

The key tool enabling this advance is lattice gauge theory (5), a formulation of QCD and similar quantum field theories that replaces space-time with a four-dimensional lattice. To picture the lattice, think of a crystal with cubic symmetry evolving in discrete time steps. Lattice gauge theory has theoretical and computational advantages. The watershed theoretical result of QCD is the weakening at short distances of the coupling between quarks and gluons, called asymptotic freedom (2, 3). The flip side is the strengthening of the coupling at large distances, which is responsible for confining quarks and gluons inside one of the broad class of particles called hadrons.

Confinement emerges naturally in lattice gauge theory at strong coupling (5). The lattice also reduces everything we would want to calculate to integrals that, in principle, can be evaluated numerically on a computer. Thus, 30 years ago a challenge was set: Use numerical computations to connect strongly coupled lattice gauge theory with weakly coupled asymptotic freedom, thereby recovering the hadron masses of our world, with continuous space and time.

The first numerical efforts (6) showed this approach to be sound, but as the subject developed, two major obstacles arose, both connected to physics and to computation. The first obstacle is describing the “vacuum.” In classical physics, the vacuum has nothing in it (by definition), but in quantum field theories, such as QCD, the vacuum contains “virtual particles” that flit in and out of existence. In particular, the QCD vacuum is a jumble of gluons and quark-antiquark pairs, so to compute accurately in lattice QCD, many snapshots of the vacuum are needed.

The second obstacle is the extremely high amount of computation needed to incorporate the influence of the quark-antiquark pairs on the gluon vacuum. The obstacle heightens for small quark masses, and the masses of the up and down quarks are very small. An illustration of the vacuum and the quark-antiquark pairs is shown in the figure. The fluid material is a scientifically accurate snapshot, sometimes called the QCD lava lamp, of a typical gluon field drawn from a lattice-QCD computation (7). Three of the quarks (up + up + down, or uuud) have transitioned into a Λ hyperon (uuds) and a kaon (su). Animations of these phenomena are available at (7).

Ab initio calculations of the proton and neutron masses have now been achieved, a milestone in a 30-year effort of theoretical and computational physics.

The busy world of the QCD vacuum. The interior of a hadron, such as the proton or neutron, is not static. Gluons fluctuate in a collective fashion, illustrated by the red-orange-yellow-green-blue fluid. Sometimes the gluon field produces extra quark-antiquark pairs; here, a proton (uuud) has transitioned into a Λ hyperon (uuds) and a kaon (su). Animations of these phenomena are available at (7).
interpret experiments in particle and in nuclear physics. Without the quark–antiquark pairs, it is impossible to quantify the associated uncertainty.

A breakthrough came 5 years ago, with the first wide-ranging calculations incorporating the back-reaction of up, down, and strange quark pairs (10, 11). This work used a mathematical representation of quarks that is relatively fast to implement computationally (12), and these methods enjoyed several noteworthy successes, such as predicting some unmeasured hadron properties (13). This formulation is, however, not well suited to the nucleon, and so a principal task for lattice QCD remained unfinished.

Dürr et al. use a more transparent formulation of quarks that is well suited to the nucleon and other baryons (hadrons composed of three quarks). They compute the masses of eight baryons and four mesons (hadrons composed of one quark and one antiquark). Three of these masses are used to fix the three free parameters of QCD. The other nine agree extremely well with measured values, in most cases with total uncertainty below 4%.

For example, the nucleon mass is computed to be 936 ± 25 ± 22 MeV/c² compared with 939 MeV/c² for the neutron, where c is the speed of light and the reported errors are the statistical and systematic uncertainties, respectively. The final result comes after careful extrapolation to zero lattice spacing and to quark masses as small as those of up and down (the two lightest quarks, with masses below 6 MeV/c²). The latter extrapolation may not be needed in the future. Last July, a Japanese collaboration announced a set of lattice-QCD calculations (14) of the nucleon and other hadron masses with quark masses as small as those of up and down.

These developments are serendipitously connected to the work honored by this year’s Nobel Prize in physics. The lightest hadron—the pion—has a mass much smaller than the others. Before QCD, Nambu (15) proposed that this feature could be understood as a consequence of the spontaneous breaking of chiral symmetry (16). In QCD, it has been believed, the spontaneous breaking of this symmetry by the vacuum predominates over an explicit breaking that is small, because the up and down quark masses are so small. Lattice QCD (4, 10, 11, 13, 14) simulates and, we see now, validates these dynamical ideas in the computer. Moreover, this success puts us in a position to aid and abet the understanding of the role of quark flavor (17), including asymmetries in the laws of matter and antimatter (18), for which Kobayashi and Maskawa received their share of the Nobel Prize.

Dürr et al. start with QCD’s defining equations and present a persuasive, complete, and direct demonstration that QCD generates the mass of the nucleon and of several other hadrons. These calculations teach us that even if the quark masses vanished, the nucleon mass would not change much, a phenomenon sometimes called “mass without mass” (19, 20). It then raises the question of the origin of the tiny up and down quark masses. The way nature generates these masses, and the even tinier electron mass, is the subject of the LHC, where physicists will explore whether the responsible mechanism is the Higgs boson or something more spectacular.

MICROBIOLOGY

Rogue Insect Immunity

David S. Schneider and Moria C. Chambers

Two recent studies have quietly and subversively broken the models we’ve used to describe insect immunity. Impressively, they’ve accomplished this by using gross observational studies rather than mechanistic approaches. On page 1257 in this issue, Haine et al. (1) suggest that what we’ve considered the central pillar of insect immunity—antimicrobial peptides—may perform a “mopping up” role in clearing pathogens. Hedges et al. (2) show that heritable epigenetic properties can have as large an impact on insect immunity as any genetically encoded pathway yet tested. Both studies teach us important lessons about the way a host organism interacts with microbes and may have immediate practical applications.

We often study host-pathogen interactions in insects to model human infections. A good illustration of this approach was the discovery that the immune-activated signaling pathway mediated by the Toll receptor in the fly Drosophila melanogaster is partially conserved by a family of Toll-like receptors in humans (3, 4). This is now a cornerstone of the field, and much of the recent work in insects has involved further dissection of the molecular details of the Toll pathway and the related Immune deficiency (Imd) pathway (5). When activated by microbes, these two pathways induce the massive production of antimicrobial peptides by host cells, and the loss of signaling that is caused by mutations in pathway components deeply compromises the fly’s immune response (6).

Haine et al. show that the vast majority of bacteria are cleared from an insect before antimicrobial peptides are produced. In the mealworm beetle, Tenebrio molitor, immediate-acting immune responses, such as engulfment of bacteria by phagocytes (specialized immune cells) and melanization (in which bacteria are killed by reactive oxygen) likely do most of the heavy lifting when it comes to clearing microbes; more than 99.5% of injected bacteria are cleared from beetles, in the first hour of infection, before
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Ab Initio Determination of Light Hadron Masses


More than 99% of the mass of the visible universe is made up of protons and neutrons. Both particles are much heavier than their quark and gluon constituents, and the Standard Model of particle physics should explain this difference. We present an ab initio calculation of the masses of protons, neutrons, and other light hadrons, using lattice quantum chromodynamics. Pion masses down to 190 mega-electron volts are used to extrapolate to the physical point, with lattice sizes of approximately four times the inverse pion mass. Three lattice spacings are used for a continuum extrapolation. Our results completely agree with experimental observations and represent a quantitative confirmation of this aspect of the Standard Model with fully controlled uncertainties.

The Standard Model of particle physics predicts a cosmological, quantum chromodynamics (QCD)-related smooth transition between a high-temperature phase dominated by quarks and gluons and a low-temperature phase dominated by hadrons. The very large energy densities at the high temperatures of the early universe have essentially disappeared through expansion and cooling. Nevertheless, a fraction of this energy is carried today by quarks and gluons, which are confined into protons and neutrons. According to the mass-energy equivalence $E = mc^2$, we experience this energy as mass. Because more than 99% of the mass of ordinary matter comes from protons and neutrons, and in turn about 95% of their mass comes from this confined energy, it is of fundamental interest to perform a controlled ab initio calculation based on QCD to determine the hadron masses.

QCD is a generalized version of quantum electrodynamics (QED), which describes the electromagnetic interactions. The Euclidean Lagrangian with gauge coupling $g$ and a quark mass $m$ can be written as $\mathcal{L} = -1/(2g^2) Tr F_{\mu\nu} F^{\mu\nu} + \frac{g^2}{2} \left(\pi^A \pi^A + a^A a^A\right) + m^2 \pi^A$, where $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$. In electrodynamics, the gauge potential $A_\mu$ is a real valued field, whereas in QCD it is a 3 × 3 matrix field. Consequently, the commutator in $F_{\mu\nu}$ vanishes in QED but not in QCD. The $\pi^A$ fields also have an additional "color" index in QCD, which runs from 1 to 3. Different "flavors" of quarks are represented by independent fermionic fields, with possibly different masses.

In the work presented here, a full calculation of the light hadron spectrum in QCD, only three input parameters are required: the light and strange quark masses and the coupling $g$. The action $S$ of QCD is defined as the four-volume integral of $\mathcal{L}$. Green's functions are averages of products of fields over all field configurations, weighted by the Boltzmann factor $e^{-S}$. A remarkable feature of QCD is asymptotic freedom, which means that for high energies (that is, for energies at least 10 to 100 times higher than that of a proton at rest), the interaction gets weaker and weaker $(1/g^2)$, enabling perturbative calculations based on a small coupling parameter. Much less is known about the other side, where the coupling gets large, and the physics describing the interactions becomes nonperturbative. To explore the predictions of QCD in this nonperturbative regime, the most systematic approach is to discretize $(\Delta)$ the above Lagrangian: 23	t John von Neumann–Institut für Computing, Deutsches Elektronen-Synchrotron Zeuthen, D-15738 Zeuthen and Forschungszentrum Jülich, D-52425 Jülich, Germany. 24	t Bergische Universität Wuppertal, Gaussstrasse 20, D-42119 Wuppertal, Germany. 25	t Institute for Theoretical Physics, Eötvös University, H-1117 Budapest, Hungary. 26	t Centre de Physique Théorique (UMR 6207 du CNRS et des Universités d'Aix-Marseille I, d'Aix-Marseille II et du Sud Toulon-Var, affiliée à la FRUMAM), Case 907, Campus de Luminy, F-13288, Marseille Cedex 9, France. 27	t Jülich Supercomputing Centre, FZ Jülich, D-52425 Jülich, Germany.
on a hypercubic space-time lattice with spacing $a$, to evaluate its Green's functions numerically and to extrapolate the resulting observables to the continuum ($a \to 0$). A convenient way to carry out this discretization is to place the fermionic variables on the sites of the lattice, whereas the gauge fields are treated as $3 \times 3$ matrices connecting these sites. In this sense, lattice QCD is a classical four-dimensional statistical physics system.

Calculations have been performed using the quenched approximation, which assumes that the fermion determinant (obtained after integrating over the $\psi$ fields) is independent of the gauge field. Although this approach omits the most computationally demanding part of a full QCD calculation, a thorough determination of the quenched spectrum took almost 20 years. It was shown (4) that the quenched theory agreed with the experimental spectrum to approximately 10% for typical hadron masses and demonstrated that systematic differences were observed between quenched and two-flavor QCD beyond that level of precision (4, 5).

Including the effects of the light sea quarks has dramatically improved the agreement between experiment and lattice QCD results. Five years ago, a collaboration of collaborations (6) produced results for many physical quantities that agreed well with experimental results. Thanks to the complicated ingredients required for a full and controlled calculation. The five most important of those are, in the order that they will be addressed below:

1) The inclusion of the up ($u$), down ($d$), and strange ($s$) quarks in the fermion determinant with an exact algorithm and with an action whose universality class is QCD. For the light hadron spectrum, the effects of the heavier charm, bottom, and top quarks are included in the coupling constant and light quark masses.

2) A complete determination of the masses of the light ground-state, flavor nonsinglet mesons and octet and decuplet baryons. Three of these are fixed to the masses of the isospin-averaged light ($m_{\text{ud}}$) and strange ($m_{s}$) quark masses and the overall scale in physical units.

3) Large volumes to guarantee small finite-size effects and at least one data point at a significantly larger volume to confirm the smallness of these effects. In large volumes, finite-size corrections to the spectrum are exponentially small (17, 18). As a conservative rule of thumb, $M_{L}L \geq 4$, with $M_{L}$ the pion mass and $L$ the lattice size, guarantees that finite-volume errors in the spectrum are around or below the percent level (19). Resonances require special care. Their finite volume behavior is more involved. The literature provides a conceptually satisfactory framework for these effects (20, 21), which should be included in the analysis.

4) Controlled interpolations and extrapolations of the results to physical $m_{\text{ud}}$ and $m_{s}$ (or eventually directly simulating at these mass values). Although interpolations to physical $m_{s}$, corresponding to $M_{K} \approx 495$ MeV, are straightforward, the extrapolations to the physical value of effects in the light hadron spectrum, have also appeared in the literature (8–16). However, all of these studies have neglected one or more of the ingredients required for a full and controlled calculation. The five most important of those are, in the order that they will be addressed below:

1) The inclusion of the up ($u$), down ($d$), and strange ($s$) quarks in the fermion determinant with an exact algorithm and with an action whose universality class is QCD. For the light hadron spectrum, the effects of the heavier charm, bottom, and top quarks are included in the coupling constant and light quark masses.

2) A complete determination of the masses of the light ground-state, flavor nonsinglet mesons and octet and decuplet baryons. Three of these are fixed to the masses of the isospin-averaged light ($m_{\text{ud}}$) and strange ($m_{s}$) quark masses and the overall scale in physical units.

3) Large volumes to guarantee small finite-size effects and at least one data point at a significantly larger volume to confirm the smallness of these effects. In large volumes, finite-size corrections to the spectrum are exponentially small (17, 18). As a conservative rule of thumb, $M_{L}L \geq 4$, with $M_{L}$ the pion mass and $L$ the lattice size, guarantees that finite-volume errors in the spectrum are around or below the percent level (19). Resonances require special care. Their finite volume behavior is more involved. The literature provides a conceptually satisfactory framework for these effects (20, 21), which should be included in the analysis.

4) Controlled interpolations and extrapolations of the results to physical $m_{\text{ud}}$ and $m_{s}$ (or eventually directly simulating at these mass values).
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Fig. 1. Effective masses $aM = \log[C(t/a)/C(t/a + 1)]$, where $C(t/a)$ is the correlator at time $t$, for $\pi, K, N, \Xi$, and $\Omega$ at our lightest simulation point with $M_{a} \approx 190$ MeV ($a \approx 0.085$ fm with physical strange quark mass). For every 10th trajectory, the hadron correlators were computed with Gaussian sources and sinks whose radii are approximately 0.32 fm. The data points represent mean ± SEM. The horizontal lines indicate the masses ± SEM, obtained by performing single mass-correlated cosh/sinh fits to the individual hadron correlators with a method similar to that of (29).

Fig. 2. Pion mass dependence of the nucleon ($W$) and $\Omega$ for all three values of the lattice spacing. (A) Masses normalized by $M_{\Xi}$, evaluated at the corresponding simulation points. (B) Masses in physical units. The scale in this case is set by $M_{a}$ at the physical point. Triangles on dotted lines correspond to $a \approx 0.125$ fm, squares on dashed lines to $a \approx 0.085$ fm, and circles on solid lines to $a \approx 0.065$ fm. The points were obtained by interpolating the lattice results to the physical $m_{\pi}$ (defined by setting $2M_{K}^{2} - M_{\Xi}^{2}$ to its physical value). The curves are the corresponding fits. The crosses are the continuum extrapolated values in the physical pion mass limit. The lattice-spacing dependence of the results is barely significant statistically despite the factor of 3.7 separating the squares of the largest ($a \approx 0.125$ fm) and smallest ($a \approx 0.065$ fm) lattice spacings. The $\chi^{2}$/degrees of freedom values of the fits in (A) are 9.46/14 ($\Omega$) and 7.10/14 ($W$), whereas those of the fits in (B) are 10.6/14 ($\Omega$) and 9.33/14 ($W$). All data points represent the mean ± SEM.
(25, 26) and for our setup (27)], simulating directly at physical $m_{ud}$ in large enough volumes, which would be an obvious choice, is still extremely challenging numerically. Thus, the standard strategy consists of performing calculations at a number of larger $m_{ud}$ and extrapolating the results to the physical point. To that end, we use chiral perturbation theory and/or a Taylor expansion around any of our mass points (19).

5) Our three-flavor scaling study (27) showed that hadron masses deviate from their continuum values by less than approximately 1% for lattice spacings up to $a \approx 0.125$ fm. Because the statistical errors of the hadron masses calculated in the present paper are similar in size, we do not expect significant scaling violations here. This is confirmed by Fig. 2. Nevertheless, we quantified and removed possible discretization errors by a combined analysis using results obtained at three lattice spacings (19).

We performed two separate analyses, setting the scale with $M_G$ and $M_Q$. The results of these two sets are summarized in Table 1. The $\Xi$ set is shown in Fig. 3. With both scale-setting procedures, we find that the masses agree with the hadron spectrum observed in nature (28).

Thus, our study strongly suggests that QCD is the theory of the strong interaction, at low

### Table 1. Spectrum results in giga–electron volts. The statistical (SEM) and systematic uncertainties on the last digits are given in the first and second set of parentheses, respectively. Experimental masses are isospin-averaged (19). For each of the isospin multiplets considered, this average is within at most 3.5 MeV of the masses of all of its members. As expected, the octet masses are more accurate than the decuplet masses, and the larger the strange content, the more precise is the result. As a consequence, the $\Delta$ mass determination is the least precise.

<table>
<thead>
<tr>
<th>Particle</th>
<th>Experimental (28)</th>
<th>$M_G$ (\Xi set)</th>
<th>$M_Q$ (\Omega set)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>0.775</td>
<td>0.775 (29) (13)</td>
<td>0.778 (30) (33)</td>
</tr>
<tr>
<td>$K^*$</td>
<td>0.894</td>
<td>0.906 (14) (4)</td>
<td>0.907 (15) (8)</td>
</tr>
<tr>
<td>$N$</td>
<td>0.939</td>
<td>0.936 (25) (22)</td>
<td>0.953 (29) (19)</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>1.116</td>
<td>1.114 (15) (5)</td>
<td>1.103 (23) (10)</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>1.191</td>
<td>1.169 (18) (15)</td>
<td>1.157 (25) (15)</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>1.318</td>
<td>1.318</td>
<td>1.317 (16) (13)</td>
</tr>
<tr>
<td>$\Delta^*$</td>
<td>1.232</td>
<td>1.248 (97) (61)</td>
<td>1.234 (82) (81)</td>
</tr>
<tr>
<td>$\Sigma^*$</td>
<td>1.385</td>
<td>1.427 (46) (35)</td>
<td>1.404 (38) (27)</td>
</tr>
<tr>
<td>$\Xi^*$</td>
<td>1.533</td>
<td>1.565 (26) (15)</td>
<td>1.561 (15) (15)</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>1.672</td>
<td>1.676 (20) (15)</td>
<td>1.672</td>
</tr>
</tbody>
</table>

### Fig. 3. The light hadron spectrum of QCD. Horizontal lines and bands are the experimental values with their decay widths. Our results are shown by solid circles. Vertical error bars represent our combined statistical (SEM) and systematic error estimates. $\pi$, $K$, and $\Xi$ have no error bars, because they are used to set the light quark mass, the strange quark mass and the overall scale, respectively.
energies as well, and furthermore that lattice studies have reached the stage where all systematic errors can be fully controlled. This will prove important in the forthcoming era in which lattice calculations will play a vital role in unraveling possible new physics from processes that are interfaced with QCD effects.
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4D Imaging of Transient Structures and Morphologies in Ultrafast Electron Microscopy
Brett Barwick, Hyun Soon Park, Oh-Hoon Kwon, J. Spencer Baskin, Ahmed H. Zewail*

With advances in spatial resolution reaching the atomic scale, two-dimensional (2D) and 3D imaging in electron microscopy has become an essential methodology in various fields of study. Here, we report 4D imaging, with in situ spatiotemporal resolutions, in ultrafast electron microscopy (UEM). The ability to capture selected-area-image dynamics with pixel resolution and to control the time separation between pulses for temporal cooling of the specimen made possible studies of fleeting structures and morphologies. We demonstrate the potential for applications with two examples, gold and graphite. For gold, after thermally induced stress, we determined the promise of UEM in real-space imaging of dynamics.

Electrons, because of their wave-particle duality, can be accelerated to have picometer wavelength and focused to image in real space (1). With the impressive advances made in transmission electron microscopy (TEM), augmented by scanning and aberration-correction features, it is now possible to image with high resolution (2–7), reaching the sub-angstrom scale. Together with the progress made in electron crystallography, tomography, and single-particle imaging (8–13), today the electron microscope in different variants of two-dimensional (2D) and 3D recordings has become a central tool in many fields, from materials science to biology (14–16). For all conventional microscopes, the electrons are generated either thermally by heating the cathode or by field emission, and as such the electron beam is made of random single-electron bursts with no control over the temporal behavior. In these microscopes, time resolution of milliseconds or longer, being limited by the video rate of the detector, can be achieved, while maintaining the high spatial resolution, as demonstrated in environmental-TEM studies (17).

Ultrafast imaging, using pulsed photocathode packets, provides opportunities for studying, in real space, the elementary processes of structural and morphological changes. In electron diffraction, ultrafast time resolution is possible (18), but the data are recorded in reciprocal space. With nanosecond and submicron image resolutions (19, 20) limited by space charge, ultrafast processes cannot be observed. To achieve ultrafast resolution in microscopy, the concept of single-electron pulse imaging (18) was realized as a key to the elimination of the Coulomb repulsion between electrons while maintaining the high temporal and spatial resolutions. As long as the number of electrons in each pulse is below the space-charge limit, the packet can have a few or tens of electrons, and the temporal resolution is still determined by the femtosecond (fs) optical pulse duration and the energy uncertainty, which is also on the fs time scale (21), and the spatial resolution is atomic scale (22). However, the goal of full-scale dynamic imaging can be attained only when, in the microscope, the problems of in situ high-spatiotemporal resolution for selected image areas and of heat dissipation (for reversible processes) are overcome.

Here, we present the methodology of ultrafast imaging with applications in studies of structural and morphological changes in single-crystal gold and graphite films, which exhibit entirely different dynamics. For both, the changes were initiated by in situ fs impulsie heating, while image frames and diffraction patterns were recorded in the microscope at well-defined times after the temperature jump. The time axis in the microscope is independent of the response time of the detector, and it is established using a variable delay-line arrangement; a 1-μm change in optical path of the initiating (clocking) pulse corresponds to a time step of 3.3 fs.

Shown in Fig. 1 is a picture of the second-generation ultrafast electron microscope (UEM-2) built at the California Institute of Technology (Caltech). The integration of two laser systems to a modified electron microscope is indicated in the figure, together with a representative image showing the resolution of a 3.4 Å lattice spacing obtained in UEM without the field-emission-gun (FEG) arrangement of conventional TEM. In the figure, the fs laser system is used to generate the single-electron packets, whereas the ns laser system was used for both single-shot and stroboscopic recordings (27). In the single-electron mode of operation, as in UEM-1 (24), the coherence volume is well defined and appropriate for image formation in repetitive events (25). The dynamics are fully reversible, retracing an identical evolution after each initiating laser pulse; each image is constructed stroboscopically, in seconds,
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Details of the simulations

We use a tree-level, $O(a^2)$-improved Symanzik gauge action ($S1$) and work with tree-level,
clover-improved Wilson fermions, coupled to links which have undergone six levels of stout
link averaging ($S2$). (The precise form of the action is presented in ($S3$).)

Simulation parameters, lattice sizes and trajectory lengths after thermalization are summa-
rized in Table S1. Note, that we work on spatial volumes as large as $L^3\simeq(4\text{ fm})^3$ and temporal
extents up to $T\simeq8\text{ fm}$. Besides significantly reducing finite-volume corrections, this choice has
a similar effect on the statistical uncertainties of the results as increasing the number of trajecto-
ries at fixed volume. For a given pion mass, this increase is proportional to the ratio of volumes.
Thus, for $T \propto L$, 1,300 trajectories at $M_\pi L=4$ are approximately equivalent to 4,000 trajecto-
tories at $M_\pi L=3$. (A factor $L^3$ comes from the summation over the spatial volume required to

\textsuperscript{*}CPT is “UMR 6207 du CNRS et des universités d’Aix-Marseille I, d’Aix-Marseille II et du Sud Toulon-Var,
affiliée à la FRUMAM”.

1
project the hadron correlation functions onto the zero-momentum sector and an additional $L$ comes from the fact that more timeslices are available for extracting the corresponding hadron mass.)

The integrated autocorrelation times of the smeared plaquette and that of the number of conjugate gradient iteration steps are less than approximately ten trajectories. Thus every tenth trajectory is used in the analysis. We calculate the spectrum by using up to eight timeslices as sources for the correlation functions. For the precise form of the hadronic operators see e.g. (S4). We find that Gaussian sources and sinks of radii $\approx 0.32\ \text{fm}$ are less contaminated by excited states than point sources/sinks (see Figure S1). The integrated autocorrelation times for hadron propagators, computed on every tenth trajectory, are compatible with 0.5 and no further correlations were found through binning adjacent configurations. In order to exclude possible long-range correlations in our simulations, we performed a run with 10,000 and one with 4,500 trajectories. No long-range correlations were observed. Further, we never encountered algorithmic instabilities as illustrated by the time history of the fermionic force in Figure S2 and discussed in more detail in (S3). Note that the fermionic force, which is the derivative of the fermionic action with respect to the gauge field, is directly related to the locality properties of our action (see Figure S3).

**Finite volume corrections and resonances**

For fixed bare parameters (gauge coupling, light quark mass and strange quark mass), the energies of the different hadronic states depend on the spatial size of the lattice (in a finite volume the energy spectrum is discrete and all states are stable). There are two sources of volume dependence, which we call type I and type II. These were discussed in a series of papers by M. Lüschers (S5–S8). Both effects were quantified in a self-consistent manner in our analysis, using only the results of our calculations (i.e. no numerical inputs from experiments were used).

Type I effects result from virtual pion exchanges between the different copies of our periodic system. These effects induce corrections in the spectrum which fall off exponentially with $M_\pi L$ for large enough volumes (S5). For one set of parameters ($M_\pi \approx 320 \ \text{MeV}$ at $a \approx 0.125 \ \text{fm}$), additional runs have been carried out for several spatial volumes ranging from $M_\pi L \approx 3.5$ to 7. The size dependences of the different hadron masses $M_X$ are successfully described by $M_X(L) = M_X + c_X(M_\pi) \cdot \exp(-M_\pi L)/(M_\pi L)^{3/2}$. Figure S4 shows the volume dependence at $M_\pi = 320 \ \text{MeV}$ for the two statistically most significant channels: the pion and nucleon channels. The fitted $c_X$ coefficients are in good agreement with those suggested by (S9, S10) which predicts a behavior of $c_X(M_\pi) \propto M_\pi^2$. Our results for these and other channels confirm the rule of thumb: $M_\pi L \gtrsim 4$ gives the infinite volume masses within statistical accuracy. Nevertheless, we included these finite volume corrections in our analysis.

The other source of volume dependence (type II) is relevant only to resonant states, in regions of parameter space where they would decay in infinite volume (five out of the twelve particles of the present work are resonant states). Since in this case the lowest energy state with
the quantum numbers of the resonance in infinite volume is a two particle scattering state, we need to take the effects of scattering states into account in our analysis. For illustration we start by considering the hypothetical case where there is no coupling between the resonance (which we will refer to as “heavy state” in this paragraph) and the scattering states. In a finite box of size $L$, the spectrum in the center of mass frame consists of two particle states with energy $\sqrt{M_1^2 + k^2} + \sqrt{M_2^2 + k^2}$, where $k = n2\pi/L$, $n \in Z^3$ and $M_1, M_2$ are the masses of the lighter particles (with corrections of type I discussed in the previous paragraph) and, in addition, of the state of the heavy particle $M_X$ (again with type I corrections). As we increase $L$, the energy of any one of the two particle states decreases and eventually becomes smaller than the energy $M_X$ of $X$. An analogous phenomenon can occur when we fix $L$ but reduce the quark mass (the energy of the two light particles changes more than $M_X$). In the presence of interactions, this level crossing disappears and, due to the mixing of the heavy state and the scattering state, an avoided level crossing phenomenon is observed. Such mass shifts due to avoided level crossing can distort the chiral extrapolation of hadron masses to the physical pion mass.

The literature (S6–S8) provides a conceptually satisfactory basis to study resonances in lattice QCD: each measured energy corresponds to a momentum, $|k|$, which is a solution of a complicated non-linear equation. Though the necessary formulae can be found in the literature (cf. equations (2.7, 2.10-2.13, 3.4, A3) of (S8)), for completeness the main ingredients are summarized here. We follow (S8) where the $\rho$-resonance was taken as an example and it was pointed out that other resonances can be treated in the same way without additional difficulties. The $\rho$-resonance decays almost exclusively into two pions. The absolute value of the pion momentum is denoted by $k = |k|$. The total energy of the scattered particles is $W = 2(M_\pi^2 + k^2)^{1/2}$ in the center of mass frame. The $\pi\pi$ scattering phase $\delta_{11}(k)$ in the isospin $I = 1$, spin $J = 1$ channel passes through $\pi/2$ at the resonance energy, which correspond to a pion momentum $k$ equal to $k_\rho = (M_\rho^2/4 - M_\pi^2)^{1/2}$. In the effective range formula $(k^2/W) \cdot \cot \delta_{11} = a + bk^2$, this behavior implies $a = -bk_\rho^2 = 4k_\rho^5/(M_\rho^2\Gamma_{\rho})$, where $\Gamma_{\rho}$ is the decay width the resonance (which can be parametrized by an effective coupling between the pions and the $\rho$). The basic result of (S7) is that the finite-volume energy spectrum is still given by $W = 2(M_\pi^2 + k^2)^{1/2}$ but with $k$ being a solution of a complicated non-linear equation, which involves the $\pi\pi$ scattering phase $\delta_{11}(k)$ in the isospin $I = 1$, spin $J = 1$ channel and reads $n\pi - \delta_{11}(k) = \phi(q)$. Here $k$ is in the range $0 < k < \sqrt{3}M_\pi$, $n$ is an integer, $q = kL/(2\pi)$ and $\phi(q)$ is a known kinematic function which we evaluate numerically for our analysis ($\phi(q) \propto q^3$ for small $q$ and $\phi(q) \approx \pi q^2$ for $q \geq 0.1$ to a good approximation; more details on $\phi(q)$ are given in Appendix A of (S8)). Solving the above equation leads to energy levels for different volumes and pion masses (for plots of these energy levels, see Figure 2 of (S8)).

Thus, the spectrum is determined by the box length $L$, the infinite volume masses of the resonance $M_X$ and the two decay products $M_1$ and $M_2$ and one parameter, $g_X$, which describes the effective coupling of the resonance to the two decay products and is thus directly related to the width of the resonance. In the unstable channels our volumes and masses result in resonance states $M_X$ which have lower energies than the scattering states (there are two exceptions, see later). In these cases $M_X$ can be accurately reconstructed from $L, M_1, M_2$ and $g_X$. However,
since we do not want to rely on experimental inputs in our calculations of the hadron masses, we choose to use, for each resonance, our set of measurements for various $L$, $M_1$ and $M_2$ to determine both $M_X$ and $g_X$. With our choices of quark masses and volumes we find despite limited sensitivity to the resonances’ widths, that we can accurately determine the resonances’ masses. Moreover, the finite volume corrections induced by these effects never exceed a few percent. In addition, the widths obtained in the analysis are in agreement with the experimental values, albeit with large errors. (For a precise determination of the width, which is not our goal here, one would preferably need more than one energy level obtained by cross-correlators. Such an analysis is beyond the scope of the present paper.)

Out of the $14 \cdot 12=168$ mass determinations (14 sets of lattice parameters/volumes--see Table S1–and 12 hadrons) there are two cases for which $M_X$ is larger than the energy of the lowest scattering state. These exceptions are the $\rho$ and $\Delta$ for the lightest pion mass point at $a \approx 0.085$ fm. Calculating the energy levels according to (S7, S8) for these two isolated cases, one observes that the energy of the lowest lying state is already dominated by the contribution from the neighboring, two particle state. More precisely, this lowest state depends very weakly on the resonance mass, which therefore cannot be extracted reliably. In fact, an extraction of $M_X$ from the lowest lying state would require precise information on the width of the resonance. Since one does not want to include the experimental width as an input in an ab initio calculation, this point should not be used to determine $M_\rho$ and $M_\Delta$. Thus, for, and only for the $\rho$ and $\Delta$ channels, we left out this point from the analysis.

Approaching the physical mass point and the continuum limit

We consider two different paths, in bare parameter space, to the physical mass point and continuum limit. These correspond to two different ways of normalizing the hadron masses obtained for a fixed set of bare parameters. For both methods we follow two strategies for the extrapolation to the physical mass point and apply three different cuts on the maximum pion mass. We also consider two different parameterizations for the continuum extrapolation. All residual extrapolation uncertainties are accounted for in the systematic errors. We carry out this analysis both for the $\Xi$ and for the $\Omega$ sets separately.

We call the two ways of normalizing the hadron masses: 1. “the ratio method”, 2. “mass independent scale setting”.

1. The ratio method is motivated by the fact that in QCD one can calculate only dimensionless combinations of observables, e.g. mass ratios. Furthermore, in such ratios cancellations of statistical uncertainties and systematic effects may occur. The method uses the ratios $r_X=M_X/M_\Xi$ and parametrizes the mass dependence of these ratios in terms of $r_\pi=M_\pi/M_\Xi$ and $r_K=M_K/M_\Xi$. The continuum extrapolated two-dimensional surface $r_X=r_X(r_\pi,r_K)$ is an unambiguous prediction of QCD for a particle of type $X$ (a couple of points of this surface have been determined in (S3)). One-dimensional slices ($2r_K^2−r_\pi^2$ was set to 0.27, to its physical value) of the two-dimensional surfaces for $N$ and $\Omega$ are shown on Figure 2 of our paper. (Here we write
the formulas relevant for $\Xi$ set; analogous expressions hold for the $\Omega$ set. The final results are also given for the $\Omega$ set.

A linear term in $r_\pi^2$ (or $M_\pi^2$) is sufficient for the small interpolation needed in the strange quark mass direction. On the other hand, our data is accurate enough that some curvature with respect to $r_\pi^2$ (or $M_\pi^2$) is visible in some channels. In order to perform an extrapolation to the physical pion mass one needs to use an expansion around some pion mass point. This point can be $r_\pi=0$ ($M_\pi=0$), which corresponds to chiral perturbation theory. Alternatively one can use a non-singular point which is in a range of $r_\pi^2$ (or $M_\pi^2$) which includes the physical and simulated pion masses. We follow both strategies (we call them “chiral fit” and “Taylor fit”, respectively).

In addition to a linear expression in $M_\pi^2$, chiral perturbation theory predicts ($S11$) an $M_\pi^3$ next-to-leading order behavior for masses other than those of the pseudo-Goldstone bosons. This provides our first strategy (“chiral fit”). A generic expansion of the ratio $r_X$ around a reference point reads:

$$r_X = r_X(\text{ref}) + \alpha_X [r_\pi^2 - r_\pi^2(\text{ref})] + \beta_X [r_K^2 - r_K^2(\text{ref})] + \text{hoc},$$

where $\text{hoc}$ denotes higher order contributions. In our chiral fit, $\text{hoc}$ is of the form $r_\pi^3$, all coefficients are left free and the reference point is taken to be $r_\pi^2(\text{ref})=0$ and $r_K^2(\text{ref})$ is the midpoint between our two values of $r_K^2$, which straddle $r_K^2(\text{phys})$. The second strategy is a Taylor expansion in $r_\pi^2$ and $r_K^2$ around a reference point which does not correspond to any sort of singularity (“Taylor fit”). In this case, $r_K^2(\text{ref})$ is again at the center of our fit range and $r_\pi^2(\text{ref})$ is the midpoint of region defined by the physical value of the pion mass and the largest simulated pion mass considered. This choice guarantees that all our points are well within the radius of convergence of the expansion, since the nearest singularities are at $M_\pi = 0$ and/or $M_K = 0$. Higher order contributions, $\text{hoc}$, of the form $r_\pi^4$ turned out to be sufficient.

We extrapolate to the physical pion mass following both strategies (cubic term of the “chiral fit” or a quartic contribution of the “Taylor fit”). The variations in our results which follow from the use of these different procedures are included in our systematic error analysis.

The range of applicability of these expansions is not precisely known a priori. In case of the two vector mesons the coefficients of the higher order ($r_\pi^3$ or $r_\pi^4$) contributions were consistent with zero even when using our full pion mass range. Nevertheless, they are included in the analysis. For the baryons, however, the higher order contributions are significant. The difference between the results obtained with the two approaches gives some indication of the possible contributions of yet higher order terms not included in our fits. To quantify these contributions further, we consider three different ranges of pion mass. In the first one we include all 14 simulation points, in the second one we keep points up to $r_\pi = 0.38$ (thus dropping two pion mass points) and in the third one we apply an even stricter cut at $r_\pi = 0.31$ (which corresponds to omitting the five heaviest points). The pion masses which correspond to these cuts will be given shortly. The differences between results obtained using these three pion mass ranges are included in the systematic error analysis.

To summarize, the “ratio method” uses the input data $r_X$, $r_\pi$ and $r_K$ to determine $r_X(\text{ref})$, $\alpha_X$ and $\beta_X$ and, based on them, we obtain $r_X$ at the physical point. The determination of this value is done with the two fit strategies (“chiral” and “Taylor”) for all three pion mass ranges.

2. The second, more conventional method (“mass independent scale setting”) consists of
first setting the lattice spacing by extrapolating $M_\Xi$ to the physical point, given by the physical ratios of $M_\pi/M_\Xi$ and $M_K/M_\Xi$. Using the resulting lattice spacings obtained for each bare gauge coupling, we then proceed to fit $M_X$ vs. $M_\pi$ and $M_K$ applying both extrapolation strategies (“chiral” and “Taylor”) discussed above. We use the same three pion mass ranges as for the “ratio method”: in the first all simulation points are kept, in the second we cut at $M_\pi=560$ MeV and the third case this cut was brought down to $M_\pi=450$ MeV.

As shown in the 2+1 flavor scaling study of (S3), typical hadron masses, obtained in calculations which are performed with our $O(a)$-improved action, deviate from their continuum values by less than approximately 1% for lattice spacings up to $a \approx 0.125$ fm. Moreover, (S3) shows that these cutoff effects are linear in $a^2$ as $a^2$ is scaled from $a \sim 0.065$ fm to $a \sim 0.125$ fm and even above. Thus, we use the results obtained here, for three values of the lattice spacing down to $a \sim 0.065$ fm, to extrapolate away these small cutoff effects, by allowing $r_X(ref)$ (or $M_X(ref)$) to acquire a linear dependence in $a^2$. In addition to the extrapolation in $a^2$, we perform an extrapolation in $a$ and use the difference as an estimate for possible contributions of higher order terms not accounted for in our continuum extrapolation.

The physical mass and continuum extrapolations are carried out simultaneously in a combined, correlated analysis.

**Statistical and systematic error analysis**

Systematic uncertainties are accounted for as described above. In addition, to estimate the possible contributions of excited states to our extraction of hadron masses from the time-dependence of two-point functions, we consider 18 possible time intervals whose initial time varies from low values, where excited states may contribute, to higher values, where the quality of fit clearly indicate the absence of such contributions.

Since the light hadron spectrum is known experimentally it is of extreme importance to carry out a blind data analysis. One should avoid any arbitrariness related e.g. to the choice of some fitting intervals or pre-specified coefficients of the chiral fit. We follow an extended frequentist’s method (S12). To this end we combine several possible sets of fitting procedures (without imposing any additional information for the fits) and weight them according to their fit quality. Thus, we have 2 normalization methods, 2 strategies to extrapolate to the physical pion mass, 3 pion mass ranges, 2 different continuum extrapolations and 18 time intervals for the fits of two point functions, which result in $2 \times 2 \times 3 \times 2 \times 18 = 432$ different results for the mass of each hadron.

In lattice QCD calculations, electromagnetic interactions are absent and isospin is an exact symmetry. Electromagnetic and isospin breaking effects are small, typically a fraction of 1% in the masses of light vector mesons and baryons (S16). Moreover, electromagnetic effects are a small fraction of the mass difference between the members of a same isospin multiplet (S16). We account for these effects by isospin averaging the experimental masses to which we compare our results. This eliminates the leading isospin breaking term, leaving behind effects which are
only a small fraction of 1%. For the pion and kaon masses, we use isospin averaging and Dashen’s theorem (S17), which determines the leading order electromagnetic contributions to these masses. Higher order corrections, which we neglect in our work, are expected to be below the 3 per mil level (see e.g. (S18)). All of these residual effects are very small, and it is safe to neglect them in comparing our results to experiment.

The central value and systematic error bar for each hadron mass is determined from the distribution of the results obtained from our 432 procedures, each weighted by the corresponding fit quality. This distribution for the nucleon is shown in Figure S5. The central value for each hadron mass is chosen to be the median of the corresponding distribution. The systematic error is obtained from the central 68% confidence interval. To calculate statistical errors, we repeat the construction of these distributions for 2000 bootstrap samples. We then build the bootstrap distribution of the medians of these 2000 distributions. The statistical error (SEM) on a hadron mass is given by the central 68% confidence interval of the corresponding bootstrap distribution. These systematic and statistical errors are added in quadrature, yielding our final error bars. The individual components of the total systematic error are given in Table S2.
Table S1: Bare lagrangian parameters, lattice sizes and statistics. The table summarizes the 14 simulation points at three different lattice spacings ordered by the light quark masses. Note that due to the additive mass renormalization, the bare mass parameters can be negative. At each lattice spacing 4-5 light quark masses are studied. The results of all these simulations are used to perform a combined mass and continuum extrapolation to the physical point. In addition, for one set of Lagrangian parameters, different volumes were studied and four of our simulations at $\beta=3.57$ were repeated with different strange quark masses.

Figure S1: Effective masses for different source types in the pion (left panel) and nucleon (right panel) channels. Point sources have vanishing extents, whereas Gaussian sources, used on Coulomb gauge fixed configurations have radii of approximately 0.32 fm. Clearly, the extended sources/sinks result in much smaller excited state contamination.
Table S2: Error budget given as fractions of the total systematic error. Results represent averages over the Ξ and Ω sets. The columns correspond to the uncertainties related to the continuum extrapolation ($O(a)$ or $O(a^2)$ behavior), to the extrapolation to the physical pion mass (obtained from chiral/Taylor extrapolations for each of three possible pion mass intervals using the ratio method or the mass independent scale setting), to possible excited state contamination (obtained from different fit ranges in the mass extractions), and to finite volume corrections (obtained by including or not including the leading exponential correction). If combined in quadrature, the individual fractions do not add up to exactly 1. The small ($\lesssim 20\%$) differences are due to correlations, the non-Gaussian nature of the distributions and the fact that the very small finite volume effects are treated like corrections in our analysis, not contributions to the systematic error (the effect of yet higher order corrections is completely negligible). The finite volume corrections of the decuplet resonances increase with increasing strange content. This is only due to the fact that these are fractions of decreasing total systematic errors. The absolute finite volume corrections of these resonances are on the same level.
Figure S2: Forces in the molecular dynamics time history. We show here this history for a typical sample of trajectories after thermalization. Since the algorithm is more stable for large pion masses and spatial sizes, we present –as a worst case scenario– the fermionic force for our smallest pion mass ($M_\pi \approx 190\text{ MeV}; M_\pi L \approx 4$). The gauge force is the smoothest curve. Then, from bottom to top there are pseudofermion 1, 2, the strange quark and pseudofermion 3 forces, in order of decreasing mass. No sign of instability is observed.
Figure S3: Locality properties of the Dirac operator used in our simulations. In the literature, the term locality is used in two different ways (see e.g. (S13–S15)). Our Dirac operator is ultralocal in both senses. First of all (type A locality), in the sum $\sum_{x,y} \bar{\psi}(x)D(x,y)\psi(y)$ the non-diagonal elements of our $D(x,y)$ are by definition strictly zero for all $(x,y)$ pairs except for nearest neighbors. The figure shows the second aspect of locality (type B), i.e., how $D(x,y)$ depends on the gauge field $U_{\mu}$ at some distance $z$: $\|\partial D(x,y)/\partial U_{\mu}(x+z)\|$. In the analyses we use the Euclidian metric for $|z|$. We take the Frobenius norm of the resulting antihermitian matrix and sum over spin, color and Lorentz indices. An overall normalization is performed to ensure unity at $|z|=0$. The action is by definition ultralocal, thus $\|\partial D(x,y)/\partial U_{\mu}(x+z)\|$ depends only on gauge field variables residing within a fixed range. Furthermore, within this ultralocality range the decay is, in very good approximation, exponential with an effective mass of about $2.2a^{-1}$. This is much larger than any of our masses, even on the coarsest lattices.
Figure S4: Volume dependence of the $\pi$ (left panel) and $N$ (right panel) masses for one of our simulation points corresponding to $a \approx 0.125\text{fm}$ and $M_\pi \approx 320\text{ MeV}$. The results of fits to the form $c_1 + c_2 \exp(-M_\pi L)/(M_\pi L)^{3/2}$ are shown as the solid curves, with $c_1 = aM_X(L = \infty)$ and $c_2 = ac_X(M_\pi)$ given in the text ($X = \pi, N$ for pion/nucleon). The dashed curves correspond to fits with the $c_2$ of refs. (S9, S10).

Figure S5: Distribution used to estimate the central value and systematic error on the nucleon mass. The distribution was obtained from 432 different fitting procedures as explained in the text. The median is shown by the arrow. The experimental value of the nucleon mass is indicated by the vertical line.
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